
↑
A Continuum ofHypotheseswhaaJaka "BeastMode")

is between
*

Pla *)a*
Areyougetting alebodgsa Theight

↑width

exclusive values (like I andef where
It is Hamilton andH is Madison)?

Or eventiredof hypotheses that can onlytake on a discrete and finite number
of values (like H1= potato,Az=rock,
and13= rotten turnip) ?

Softenintherawathisi
that can take on an infinity of values· M*

+x
# a

Let's tackle that!

How about we call the number in the what isgoingif
model that we are doing experiments to going

to be some data
learn about

,
a.

What is the probability that the value Jaka
,
some observations that we

of a is at will abstractly write as just "data .

"

kingTosummarize
,
what we shouldbe as

TrickquestionThe answerisbecs about and what we wish we knew is

probability that it has any exact value is 0.
P(a*(data)Δ*



↑
Application ofBayes Theorem Here is agraph that helps tovisualize

what we are about to do with

BayesTheorem comesfrom writing the denominator :

P(a*1data) ↑his area ispla) ↑ plai)oatwo ways :
↑(a *1data)a= P(a */data)a*/data)

and p(a *1data)a*= P(data(a *)P(a+)a

-(a#/data)(data)=↑(data(*(p(atySet these equal:

/X
Citi ->aSolve for what we wish we knew : -aitha

P(a#(data)ata(a*)p(a +)8a
*

Wehave imagineddividingupthereginaP(data)
Now what!?The usual next step. N parts each ofwidtha.
We work on the denominator

, Pldata) . Ao= Amin

a, = Amin +waJustto make life temporarila e Gamin
little easier

/ Ai =Amintiwar
conceivable values of a are
between umin and amax : (Later, Citi = Amint(it)Da

you'll see it doesn't matter much what Amin -
and amay are

,
and it couldeven be that

an-1
=Amint(N-1+a= amax - a

amin=- n
and Amax = N .)

an = Amay



↑
The probability that a is Now we take N-N
between a and Giraitwar while also making oa smaller

is the shaded bar's area which andsmallersuchna b
is

Plai)wa left,and Lamax-Amin
N

-better and(Askyourself: why not pain)wa Thetheapproximationn approximation,orail +P(ai) La? *righty we have the equalityz

Because
=

traezanation Sum Pldata)=lin &NataliPlaia
it doesn'tmatter N-N -

for small wa! )
Letmejustcallthis
Qai) infament

Now write P/data) as Pldata)=imQil a ta
&p(outa(ai)P(ai)a n

Again, we are using an approximation, This is the integraldata
but this approximation is aboutto Plata) = (AmaxQ(a)da
become perfectas we let N->* Amin ! Papaand the sum will become an integral. =>Jam(data(a)Pala



↑
Bringing italltogether Comparison with Chapter 9
Now that we have done all that work

of Donovan and Mickey
on the denominator, what have Look at Chapter 9, p.122, Ep 9. 31 :we yearned ? Another version of Bayes
theorem

,
but this time for a continuum ↑(oldata)=Hata

of hypothesis Alatoplay)a* SP(data(0) · P(d)do
*

P(a *(data)a= P(data)
Let's do three things: 1) The o in thenumerators on each side has nothing to do
the O in the integral. Let's call the Oin the numerators &*; (2) Let's multiply
each side by some rangeO*;- (3) Let's acknowledge that theparameter
& might have some minimum and maximum

note that these show up in value· Then Eg. 9.31 becomesthe numerator too

As usual
,
this won't get us for unless

we have some guess for theprior. Podata)O*
Theprior is no longer something we can dataP)

#

tabulate
,

such al

PI=# andPl OmardataP(0)do
Compare with whatI

derived
Instead the prior is now a on the left. It is exactly the
function of a : ↑(a) ·

same exceptI called O, a.


